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Abstract—When tracking extended objects, it is often the case
that the shape of the target cannot be fully observed due to issues
of visibility, artifacts, or high noise, which can change with time.
In these situations, it is a common approach to model targets as
simpler shapes instead, such as ellipsoids or cylinders. However,
these simplifications cause information loss from the original
shape, which could be used to improve the estimation results. In
this paper, we propose a way to recover information from these
lost details in the form of a stochastic boundary, whose parameters
can be dynamically estimated from received measurements. The
benefits of this approach are evaluated by tracking an object
using noisy, real-life RGBD data.

I. INTRODUCTION

When tracking an extended target based on real sensor data,
the following two issues are encountered. First, measurements
are distorted by noise. Depending on the sensor model, each
measurement may have distinct noise characteristics, and
assumptions of isotropy may not be justified, e.g., in RGBD
cameras [1]. Second, issues such as high noise, artifacts, occlu-
sions, and incomplete sensor models can make it impossible to
find a model to appropriately describe the target (Fig. 1a), In
addition, the characteristics of these issues may change with
time. In these cases, instead of estimating a complex shape, a
more robust approach is to approximate it as a simpler shape
instead (Fig. 1b). However, this model simplification ignores
information from the original shape.

In this paper we propose a Bayesian approach for tracking
simplified shape objects that incorporates information from
these lost details obtained from the estimation errors (Fig. 1c).
For this purpose, we exploit the simplification uncertainty by
using a stochastic boundary together with Random Hypersur-
face Models [2] (Fig. 1d). The parameters of this boundary can
either be calculated a priori, allowing their easy incorporation
into a tracker as additive noise, or estimated as multiplicative
noise from received measurements.

Related work can be found, for instance, in curve fitting
[3]. On the one hand, there are approaches using direct least
squares distance minimization, particularly with ellipses [4],
[5], which generally carry assumptions of isotropic noise. On
the other hand, stochastic approaches such as [6]-[8] employ
recursive Kalman filtering. The concept of a stochastic boundary
is related to estimation bias, explored for conics in [7], [8].

This paper is structured as follows. A detailed problem
formulation is given in Sec. II. Then, we explain the proposed
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(c) Distance error histogram. (d) Stochastic boundary.

Figure 1: Target whose true shape cannot be modeled. Mea-
surements in red, noise in cyan as 90%-confidence ellipses.

approach in Sec. III. This is followed by the evaluation in
Sec. IV. Finally, Sec. V concludes the paper.

II. PROBLEM FORMULATION

First, we need to define the state, the measurement model,
and the shape model.

The state at the time step % is denoted as z,, and contains
the shape parameters being estimated. However, the state may
also contain further parameters, such as velocity or acceleration,
depending on other models. In general, Bayesian estimators
treat the state as the random vector x;,.

A. Shape Model

A shape S is an arbitrary compact set of points in R".
We distinguish between the true target shape 7, from which
measurement sources are generated, and the estimated shape
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(d) Stochastic boundary.

Figure 2: Stochastic boundary for simplified shape (blue) derived from true target shape (red).

S(z;,). Measurement sources Z,, are assumed to be generated
from 7} independently from each other.

B. Measurement Model

At time step k, the list of point measurements
Vi = {gh 01t yhm} from the target becomes available. Each
measurement Yy is modeled as having been generated by the
measurement source Z ;, both related through

Ypi = Zhi T ki 5

where v, ; represents a Gaussian noise term introduced
during observation, and is modeled as a realization of
vy,; ~ N(0, C} ;). For simplicity, the index i will be dropped
unless needed.

III. STOCHASTIC BOUNDARY

The underlying problem considered in this paper is known as
curve fitting. More specifically, tracking 7Ty consists of finding
the parameters x, that best fit the measurement equation

h‘r(&kagkayk) = Q )

which relates ;. to a received measurement y, . The measure-
ment function h, is usually implemented in the form of a
distance function, such as the Euclidian signed distance.

However, estimating x, is made difficult by the fact that
measurement quality can vary dramatically both in space and
time, due to conditions of visibility, occlusions, artifacts, and
noise. Fig. 1a shows an example of a such a target being tracked.
In these cases, the true target shape 7j cannot be appropriately
modeled.

Because of these issues, the usual approach is to track an
approximation of 7 instead, using a less complex but more
robust model. For example, in Fig. 1b, the target is tracked
with a much simpler ellipse. The simplified model follows the
new measurement equation

hs (g Yo v) =0 . (D

Because of the simplification, S(z;,) will get close, but not
necessarily converge to 7.

Note that this paper is not concerned with finding the best
simplified model. Instead, given a simplified model, we propose
an approach to improve estimation by recovering parts of the
lost information, as described in the following sections.

A. Simplification Error

In this section, we consider the effect that the simplification
has on measurement sources. Taking into account parameters
such as sensor-to-object geometry, we model the distribution
of possible measurement sources in 7 as the random variable
Z;- In general, because of the aforementioned issues, the
distribution of Z, is not directly known, and changes with
time.

In the absence of noise, i.e., assuming v, = 0, we can
derive a shape function for S(z;,) in the form of

9s(zy, 2) == hs(zy, 2,0) .

In this way, it can be seen that for every z € R™ it holds that
2 € 8(zy) © gs(zp,2) =0 .

Thus, the measurement equation from (1) is incomplete, as it
holds for points in S(x;,), but not in general for measurement
sources in 7. Then, for a given z,, we define

€ = gs(leé}c) s 2)

as the simplification error, representing the uncertainty intro-
duced by the simplification. The concept of simplification error
is shown in Fig. 2a, where a shape (in red) is being simplified
using a circle (in blue). Fig. 2b shows the distribution of ¢,
using the signed Euclidian distance, under the assumption that
Z,, draws sources uniformly from 7.

A useful concept to visualize g, is the idea of level-sets.
For this paper, we define the level-set L(c) of S(z;) as the
region where g, takes the value ¢, i.e.,

L(c)={zeR"|gs(z),2)=c}.

It can be seen that £(0) corresponds to S(z;,). For example,
the level-sets of the simplified shape in Fig. 2a are also circles,
as illustrated in Fig. 2c.

Combining level-sets with the simplification error leads
to the random set L(g;), which we denote as the stochastic
boundary. Fig. 2d shows an example of a stochastic boundary,
where the color intensity denotes the probability of the
corresponding ¢;, being drawn.

Finally, we extend (1) using (2) to incorporate the stochastic
boundary, yielding the new measurement equation

h€(£kvgkvgka§k) = h8(£k7Qk7gk) — & = Q . (3)

The simplification error is related to other model uncer-
tainties in literature. However, in general, these deal with



discrepancies in the state x,, such as bias-aware filters [9],
or are concerned with shape uncertainty in function of the
shape parameters [6]. Instead, the proposed concept deals with
estimating the uncertainty in the results of the measurement
function hg, which can change in time.

B. Generative Model

The generative model for measurement sources from the
true shape can be considered as a spatial distribution according
to Z,,, which is generally unknown. For a stochastic boundary, a
generative model can be developed using Random Hypersurface
Models (RHMs) [2], which describe how single measurement
sources are generated from a target shape.

The key idea of an RHM is to interpret measurement sources
as being generated by transformations of the boundary S(z},).
This transformation is parameterized by the random vector %,
In this way, a transformation factor ¢, drawn from ¢, yields the
transformed shape S;(z;,), and the probability of ¢, determines
how probable it is that a measurement source is in S(x,).
How measurement sources are drawn from within S;(x;,) is
arbitrary.

The stochastic boundary £(€;,) can be visualized as a gen-
erative model in the form of an RHM, where the transformation
factor is drawn from €, and the transformed shape for a given
€, is L(¢€). It can be seen that for any given Z, drawn from
Z),, using (2) we can find a corresponding ¢, drawn from g,,.
Also, by definition, any point from L£(e;) will return in (2) a
value of ;. In fact, we can see that

gs(zy, 1) = gs(zy, L(€4))

holds. Therefore, for a filter using (3), drawing sources from z;,
is equivalent to drawing from the stochastic boundary L(eg,).
This can be visualized in Fig. 2d. In this way, propagating on
hs the sources drawn from the true target shape (red) yields
the same values as the sources drawn from the level-sets of
the simplified shape (faded blue circles). This shows that the
proposed model can describe the target shape much more
closely.

C. Estimating the Simplification Error

In some cases, the distribution parameters of €, can be
calculated analytically, especially if Z; can be appropriately
approximated. However, 2, can substantially change with time
depending on characteristics such as sensor positioning and
occlusion. In consequence, €, will change too, so that a-priori
estimations of €, may be insufficient. In this case, a better
approach is to estimate it from received measurements instead.

A way to achieve this is to approximate €, as Gaussian
distributed. A simple parameterization has the form

€, ROk VA [, 4)

where v ~ N(0,T) . In this way, the parameter 1, represents
the mean, and oy, the standard deviation. Finally, we incorporate
o) and puy as additional parameters into the state xy.

A problem with estimating i is that it conflicts with the
extent parameters of S(z,), especially under inappropriate
initialization. This can lead to pathological cases where the
filter prioritizes fitting €, instead of correcting ;. Thus, when
estimating the target extent, 1, can be approximated as 0.

D. Incorporating the Stochastic Boundary

The stochastic boundary approach can easily be plugged into
an estimator by modeling €, as an additional noise parameter. If
the statistics of the stochastic boundary are known or have been
estimated a priori, and are assumed not to change substantially,
(3) shows that €, can be incorporated as an additive noise term.
In particular, for estimators using measurement functions of
the type y, = f(zy) + v, (3) can be rewritten as

he(£k7gk7yk,§k) =Y.~ f(ik) —v,— 6 =0,

and thus, incorporating a stochastic boundary is equivalent to
simply using v, + €, as measurement noise. In many cases,
similar additive terms for v;, can also be derived from ¢, for
implicit measurement functions, depending on h.

Otherwise, if €, is unknown or changes with time, the
approximation from (4) can be used. In this way, o can
be incorporated into the state x; and be estimated using
multiplicative noise approaches such as [10].

IV. EVALUATION

This section presents the evaluation of the approach
using real-life RGBD data from a sensor network of eight
Kinect devices. The idea was to evaluate the following three
approaches:

1)  without a stochastic boundary,
2)  with a fixed, previously estimated €, and
3)  where the parameters of €;, are dynamically estimated.

The sensor model for Kinects proposed in [1] was used. The
target was tracked using a recursive Bayesian estimator, which
processed measurements sequentially. Specifically, the S2KF
[11] was used, with 4 samples per dimension, in particular to
deal with the multiplicative noise in Approach 3.

The following applied to all approaches. The state x; was
approximated as Gaussian distributed, with initialization mean
2, = 0 and covariance matrix C¥ = 10~* - I. Each time step
lasted about 0.033 s and consisted of about 150 measurements,
and a Gaussian process noise of w ~ N'(0,1076 - I) was
assumed at each time step.

A. Shape Model

The target shape was a person, and their sensor measure-
ments were projected onto the XY -plane, i.e., the floor. The
simplified shape S(x;,) was an ellipse with parameters

_ 0 T
gk - [gk;7£k;7 kaykawk7ak} 9

where 7, contains the axis lengths. The pose was determined by
the translation ¢;, rotation 8y, with corresponding velocity pa-
rameters v,;, and wy. The simplification error was approximated
as a Gaussian distribution as in (4), with o as the standard
deviation, and assuming p; = 0. The shape function was
implemented using the signed Euclidian distance distp(zy, 2).
The idea was to approximate the ellipse as a polygon, and then
calculate the distance between a point z and the nearest point
in this polygon [12]. The sign of distp is negative if z is inside
the shape. This leads to the measurement equation

he (@, Yyr Vg v) = distp(zy,y, — V) — 0k -V,

where v ~ N(0, 1) is an additional noise term.



B. Results

The evaluation was divided into two scenarios. Scenario A
was used to estimate basic parameters needed from the target,
and Scenario B evaluated the three approaches.

1) Scenario A: In Scenario A, we estimated the shape
parameters of four targets in a low-noise scenario, using

two sensors at a distance of about 1.5 m from the target.

In average, the estimated ellipse had the dimensions 7™ =
[0.117 m, 0.251 m], and the simplification error had a standard
deviation 6™ = 0.025 m. Fig. 3a shows an example estimation,
with the estimated ellipse in blue, and £(—oy) and L(o) in
cyan. Fig. 3b presents a histogram of €;. Units are in meters.
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(a) Histogram and estimate. (b) Simplification error.

Figure 3: Example estimation for Scenario A.

2) Scenario B: Scenario B consisted of tracking a person
moving in a room of size 4.5 m X 5.5 m, with eight cameras
(yellow) positioned as shown in Fig. 4a. Measurements were
highly noisy and contained clutter, given that Kinects only
support distances up to about 2 m. For visualization, contrast

Fig. 3a at 1.5 m to the same target in Fig. la at about 3 m.

Due to the narrow field of view, in many places the target was
only seen by the camera in the opposite side of the room.

Because of these issues, all three approaches used a fixed
size of r;, = #"™. For Approach 2, the stochastic error standard
deviation was fixed to o, = 6™. Both #™" and 6™ were taken
from Scenario A. The scenario spanned a time of about 20 s.

(a) Estimated centers.

(b) Example snapshots.

Figure 4: Experiment setup and results for Scenario B.

Fig. 4a shows the results of the estimated centers, with
Approach 1 in red, Approach 2 in green, and Approach 3
in blue. In Fig. 4b, selected snapshots of the estimators can
be seen, with measurements in black. For Approach 2 and

Approach 3, L(—oy) and L(o}) are also pictured. It can be
seen that, on the one hand, Approach 1 mostly failed to follow
the center and rotation. On the other hand, Approach 2 and
Approach 3 were both much more robust. However, given that
€, changed substantially with time, Approach 2 had issues
following the rotation, especially in parts (like Fig. 4b left)
where there were issues of visibility and occlusion, causing
the estimated shape to spuriously rotate. Approach 3 also had
issues due to the low measurement quality, at times reaching
0y ~ 0.06 m. However, it still showed much better results at
the cost of estimating one single additional parameter.

V. CONCLUSION

In this paper, we proposed an approach to improve estima-
tion results when using a simplified approximation of a shape.
The key idea was to exploit the simplification error, a measure
of the uncertainty introduced by the approximation. Using this
approach, we developed a generative model for the simplified
shape in the form of a stochastic boundary. We showed that
the simplification error could be easily incorporated into an
estimator as a noise parameter, and estimated dynamically if
necessary. Our evaluation also demonstrated how this approach
leads to more robust results.
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