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Abstract—We consider association-free tracking of multiple targets without identities. The uncertain multi-target state and the uncertain measurements cannot be described by a random vector as this would imply a certain order. Instead, they are described by an unordered random finite set (RFS). Particle-based random finite set densities are used for characterizing the RFS in a simple and natural way. For recursive Bayesian filtering, optimal multi-target state estimates are calculated by systematically minimizing an appropriate set distance measure while directly operating on the particles. Although methods for calculating point estimates of random finite set densities based on appropriate distance measures are available in literature, the proposed recursive filtering is a novel contribution.
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I. INTRODUCTION

A. Motivation

We consider association-free tracking of multiple targets without identities. The uncertain multi-target state cannot be described by a random vector as this would imply a certain order. Instead, it is described by a random finite set (RFS) [1], [2], which does not impose any order.

Realizations of a random finite set are again described by an unordered set of individual realizations of target locations. Hence, a very natural form of describing the probability density function of a random finite set is in the form of a particle density, i.e., a collection of weighted samples, where each sample is itself a weighted particle density in target space.

Measurements taken from the targets are also assumed to only comprise target locations. Identities are not revealed. Hence, uncertain measurements are also described by particle-based random finite set densities.

For recursive Bayesian filtering, we now face two problems: i) Prior density and measurement density are given by collection of particles only. ii) The association of targets between particle densities is unknown. In this paper, we propose an integrated approach for recursive filtering of random finite sets characterized by a collection of samples that is based on systematically minimizing a set distance measure for producing optimal estimates. Posterior estimates are again characterized by particle-based random finite set densities.

Remark I.1. In order to illustrate the key concept of our approach, we investigate a simplified setup for multi-target tracking. First, we assume that the number of targets $T$ is known a priori. Second, a simplified measurement model with an identity mapping and additive noise is considered. Third, clutter measurements or misdetections are ignored.

B. Related Work

The filtering of multi-target random finite sets is an important problem in multi-target tracking [3], [4], [5]. Most multi-target tracking algorithms such as the Joint Probabilistic Data Association Filter (JPDAF) [3] are based on enumerating all possible association hypotheses. But there are also association-free approaches such as the Probability Hypothesis Density (PHD) filter [1], [2], Symmetric Measurement Equation (SME) filter [6], [7], [8], and the Probabilistic Multihypothesis Tracker (PMHT) [9] that inherently avoid the explicit enumeration of association hypotheses.

Traditional multi-target tracking algorithms employ a joint state vector that contains the individual target states and aim at minimizing the Mean Squared Error (MSE) of the estimate. However, this might lead to undesired coalescence effects in case of closely-spaced objects, which is discussed in [10]: Due to the unlabeled measurements, the identities of the targets sooner or later get lost so that the MSE criterion becomes unsuitable. A systematic solution to this problem is to inherently ignore target identities. Technically, this can be achieved by performing estimation w.r.t. a metric for sets. The idea to determine point estimates with a set metric in a multi-target tracking context is discussed in [11], [12]. While [11] considers the Wasserstein metric [13], the work [12] focuses on the OSPA metric [14] (for sets with the same cardinality, the OSPA and Wasserstein metric coincide). In [12] and subsequently [15], [16], [17], [18], [19], [20], [21], [22], practical algorithms for calculating minimum mean OSPA (MMOSPA) estimates are presented. In [23], the kernel distance [24], [25] has been employed for determining point estimates in multi-target trackers.

Several multi-target tracking algorithms that optimize according to the OSPA distance (or its variants) have been developed, e.g., there is the Set-JPDAF [26], the
Set Multiple Hypothesis Tracker (MHT) [27], and tailored particle filters [28], [29], [30], [31]. All these approaches are based on explicitly performing a Bayes update with the multi-target likelihood, i.e., association hypotheses are enumerated.

A mathematically related concept are the so-called Wasserstein barycenters [32], [33], [34], [35], [36]. A Wasserstein barycenter extents the notion of a “mean” to a collection of probability measures. In [37], it is shown that the Wasserstein barycenter for point clouds is mathematically equivalent to the MMOSPA estimate for empirical distributions. Wasserstein barycenters recently gained significant interest in computer vision, see for example [32], [33], [34], [35], [36], [38], [39]. They also find applications for fusing particle distributions [40] and persistence diagrams [41], [42].

The filtering of multi-target random finite sets is an inherently nonlinear problem. A standard particle filter implementation requires the enumeration of all association hypotheses [43]. Our approach to this problem is inspired by the so-called Ensemble Kalman Filter (EnKF) [44], [45], which is a widely used data assimilation techniques (for standard vector-valued states). In the standard EnKF, prior state estimate and the data is represented by particles. The filtering is performed by pairwise combining the prior samples with data samples according to the Kalman filtering equations, where the Kalman gain is computed with the prior sample covariance matrix and the data covariance.

C. Organization of the Paper

In the next section, a rigorous formulation of the association-free tracking problem is given. A specific distance measure well suited for comparing particle sets and collections of particle sets is given in Sec. III. The association-free filtering method is derived in Sec. IV. Some application examples of calculating point estimates, measurement updates, and recursive filtering are described in Sec. V. Sec. VI concludes the paper.

II. Problem Formulation

We consider $T$ targets moving in an $N$-dimensional space at unknown true locations $\bar{x}_i$, $i = 1, \ldots, T$. It is important to note that the targets are indistinguishable and thus, are not equipped with an identity.

We estimate the true target positions and denote the random variables used for describing the estimation by $\bar{x}_i$, $i = 1, \ldots, T$. As the targets cannot be distinguished, it does not make sense to stack the targets in a vector as this would imply a certain order. Instead, we use a multi-target random finite set $\mathcal{X}$ containing the individual states in an unordered way [1], [2]

$$\mathcal{X} = \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_T\}$$

The random finite set $\mathcal{X}$ is described by a random finite set density $p(\mathcal{X})$. Realizations of this random finite set are again unordered sets of individual realizations of target locations. We describe the probability density function of a random finite set by a set of realizations, i.e., by a collection of weighted samples $f_j$, $j = 1, \ldots, P_x$, where each sample is itself a weighted particle density in target space with locations

$$\mathcal{X}_j = \{\bar{x}_{j1}, \bar{x}_{j2}, \ldots, \bar{x}_{jT}\}$$

and associated weights $w_{ji}$ for $j = 1, \ldots, P_x$ and $i = 1, \ldots, T$. The weights are positive and sum up to one. So, every realization of the random set $\mathcal{X}$ is a Dirac mixture density

$$f_j(\bar{x}) = \sum_{i=1}^T w_{ji} \delta(\bar{x} - \bar{x}_{ji})$$

itself.

Producing a point estimate $\hat{\mathcal{X}}$ for $p(\mathcal{X})$ is not straightforward, as also in the random set realizations the targets do not have an identity. We just get location values, no identities. So, we do not know where a certain target, say target 1, is located in each random set sample. This corresponds to calculating an average measure of the given $P_x$ samples. The resulting point estimate is another Dirac mixture density with $T$ components!

We are now given $T$ individual measurements of the targets that are corrupted by additive noise. If we draw samples from the measurement noise, we obtain the random set $\mathcal{Y}$ that can be described by a set of samples $y_j$, $j = 1, \ldots, P_y$ with locations

$$\mathcal{Y}_j = \{y_{j1}, y_{j2}, \ldots, y_{jT}\}$$

and associated weights $w_{ji}$ for $j = 1, \ldots, P_y$ and $i = 1, \ldots, T$. The weights are positive and some up to one and every sample is described by the density

$$g_j(\bar{x}) = \sum_{i=1}^T w_{ji} \delta(\bar{x} - y_{ji})$$

Instead of averaging measures, we are here interested in performing combination and filtering operations in a Bayesian fusion and estimation sense. Our goal is to perform recursive filtering by updating the multi-target set state $\mathcal{X}$ based on incoming measurement sets. In order to avoid another index, time in this case, we just consider a single update step consisting of the combination of a predicted random set $\mathcal{X}^{\text{p}}$ and a measurement $\mathcal{Y}$ at a certain time step resulting in a new estimate $\mathcal{X}^{\text{e}}$.

III. Distance Measure

We could use any distance measure between two Dirac mixture densities such as the Wasserstein [11] or OSPA distance [12]. Here, we proffer the one from [46] based on the Localized Cumulative Distributions [24] of the two Dirac mixture densities.

We consider two $N$-dimensional Dirac mixture densities $\bar{f}$ and $\bar{f}$. $\bar{f}$ is given by

$$\bar{f}(\bar{x}) = \sum_{i=1}^K w_{ji}^{\text{y}} \delta(\bar{x} - y_i)$$

### (1)
with positive weights $w^y_i > 0$ for $i = 1, \ldots, K$, that sum up to one and $K$ locations

$$
\bar{y}_i = \left[ y^{(1)}_i, y^{(2)}_i, \ldots, y^{(N)}_i \right]^T
$$

for $i = 1, \ldots, K$. $f$ is given by

$$
f(x) = \sum_{i=1}^{L} w^x_i \delta(x - \bar{x}_i),
$$

with positive weights $w^x_i > 0$ for $i = 1, \ldots, L$, that sum up to one and $L$ locations

$$
\bar{x}_i = \left[ x^{(1)}_i, x^{(2)}_i, \ldots, x^{(N)}_i \right]^T
$$

for $i = 1, \ldots, L$.

We denote the mean of $\tilde{f}$ and $f$ by $\bar{m}$ and $m$, respectively. Removing the mean gives $\bar{y}_i = y_i^y - \bar{m}_y$, $i = 1, \ldots, L$ and $\bar{x}_i = x_i^x - \bar{m}_x$, $i = 1, \ldots, L$. Based on the zero-mean samples, compared to [46] we obtain a slightly modified distance measure between the zero-mean samples plus a term accounting for different means

$$
D(\tilde{f}, f) = D_2 - 2D_{\bar{m}x} + D_{\bar{m}y} + \gamma \| \bar{m}_x - \bar{m}_y \|_2^2,
$$

with

$$
D_2 = \sum_{i=1}^{K} \sum_{j=1}^{K} w^y_i w^y_j \log \left( \sum_{k=1}^{N} (\bar{y}^{(k)}_j - \bar{y}^{(k)}_i)^2 \right),
$$

$$
D_{\bar{m}x} = \sum_{i=1}^{L} \sum_{j=1}^{L} w^x_i w^x_j \log \left( \sum_{k=1}^{N} (\bar{x}^{(k)}_i - \bar{x}^{(k)}_j)^2 \right),
$$

$$
D_{\bar{m}y} = \sum_{i=1}^{L} \sum_{j=1}^{L} w^x_i w^x_j \log \left( \sum_{k=1}^{N} (\bar{y}^{(k)}_i - \bar{y}^{(k)}_j)^2 \right),
$$

with $\log(z) = z \cdot \log(z)$ and a constant $\gamma$ for adjusting the mean difference penalty.

### A. Generalization: Several Given Densities

When several densities $\tilde{f}_i$, $i = 1, \ldots, P$ are given, we calculate a mean distance by

$$
MD(\{\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_P\}, f) = \sum_{i=1}^{P} \kappa_i D(\tilde{f}_i, f),
$$

with $\kappa_i > 0$ and $\sum_{i=1}^{P} \kappa_i = 1$.

### B. Generalization: Several Given Densities and Several Resulting Densities

When not only several densities $\tilde{f}_i$, $i = 1, \ldots, P$ are given, but we also have several densities $f_j$, $j = 1, \ldots, Q$, $Q \leq P$, we reduce the $P$ given densities to the $Q$ desired destinies with the following mean distance measure

$$
RD(\{\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_P\}, \{f_1, f_2, \ldots, f_Q\}) = \sum_{i=1}^{P} \kappa_i \sum_{j=1}^{Q} \lambda_j D(\tilde{f}_i, f_j),
$$

with $\kappa_i > 0$ and $\sum_{i=1}^{P} \kappa_i = 1$ and $\lambda_j > 0$ and $\sum_{i=1}^{Q} \lambda_i = 1$.

### IV. Measurement Update

For recursive filtering, we will now combine the given prior estimate $\mathbf{X}^p$ with the measurement $\mathbf{Y}$ in a Bayesian fusion sense. The key idea is combine all pairs of random set realizations of $\mathbf{X}^p$ and $\mathbf{Y}$, i.e., the samples $f_i^p$ and $g_j$ for all $i = 1, \ldots, P_x$ and $j = 1, \ldots, P_y$. At first sight, this would result in a posterior estimate $\mathbf{X}^e$ consisting of $P_x \cdot P_y$ random set realization. We will give several solutions for keeping the cardinality at a fixed level.

The combination is performed by calculating an average of the sample set realizations $f_i$ and $g_j$ by using the mean distance measure

$$
MD(\{f_i^p, g_j\}, f_k^e) = \kappa_1 D(f_i^p, f_k^e) + \kappa_2 D(g_j, f_k^e),
$$

with $\kappa_i > 0$, $i = 1, 2$ and $\kappa_1 + \kappa_2 = 1$. We set $\kappa_1 = \kappa$ and $\kappa_2 = 1 - \kappa$ for simplicity with $\kappa \in [0, 1]$ and explicitly denote the dependence of the distance on $\kappa$ by $MD(\{f_i^p, g_j\}, f_k^e, \kappa)$. The new index $k$ for the realizations $f^e_k$ of the posterior estimate $\mathbf{X}^e$ is given by $k = (i-1) \cdot P_x^p + j$ with $k = 1, \ldots, P_x^e$ and new cardinality $P_x^e = P_x^p \cdot P_y$.

The result of the combination is obtained by performing a minimization of the mean distance measure as

$$
f_k^{e\text{-opt}}(\kappa) = \arg \min_{f_k^e} MD(\{f_i^p, g_j\}, f_k^e, \kappa).$$

There are several options for reducing the number of random set realizations describing the posterior estimate $\mathbf{X}^e$. We will take a look at the two extreme cases. The most accurate, but computationally most expensive option that easily works for different cardinalities $P_x^p$ and $P_y$ is to explicitly calculate all $P_x^p \cdot P_y$ realizations. Subsequently, these realizations are reduced to the desired number for further processing by minimizing (4). This could be the previous number of realizations, so $P_x^e = P_x^p$.

The simplest reduction method is obtained for the special case of equal numbers of random set realizations for prior estimate $\mathbf{X}^p$ and measurement $\mathbf{Y}$, that is $P_x^p = P_y$. In that case a simple random selection can be performed similar to what is done in a particle filter. For a given random set realization $f_i^p$ of $\mathbf{X}^p$, a random selection of a certain $g_j$ is performed. When we sample without replacement, i.e., use all random set realizations in $\mathbf{Y}$, we can simply combine realizations with the same index, so we combine $f_i^p$ with $g_i$ for $i = 1, \ldots, P_y$. Random selection can also easily be performed for different cardinalities $P_x^p$ and $P_y$.

In any case, the result of the fusion of prior estimate $\mathbf{X}^p$ and measurement $\mathbf{Y}$ gives the posterior random set $\mathbf{X}^e(\kappa)$ that depends on the scalar $\kappa$ and is characterized by $P_x^e$ random set realizations $f_k^{e\text{-opt}}(\kappa)$, $i = 1, \ldots, P_x^e$, $\kappa$ plays a similar role as the Kalman gain in a standard Kalman filter as it can be used to weight the random set with lower uncertainty more than the one with higher uncertainty when performing the fusion. In case of comparable uncertainties, a fixed selection of $\kappa = 0.5$ is possible and analogous to selecting equal gains in the Kalman filter. In case of different uncertainties, $\kappa$ should be selected systematically. Different uncertainties for example occur in recursive estimation,
where the uncertainty of the multi-target state estimate shrinks over time with every measurement update. The optimal $\kappa^*$ is obtained by assessing the extent of the posterior random set $\mathbf{X}^f(\kappa)$ in dependence on $\kappa$.

The question now, of course, is how to assess the extent of $\mathbf{X}^f(\kappa)$. The random set is inherently multimodal and we face the problem of missing identities of targets, so we cannot simply calculate the covariance matrix as a measure of extent as this is a concept that only makes sense for ordered random vectors with unimodal densities.

Here, we offer the following natural solution to this problem: For the posterior estimate $\mathbf{X}^f(\kappa)$, a point estimate $\hat{\mathbf{X}}^f(\kappa)$ is calculated and then the minimum distance measure between the original random set and its point estimate is calculated. The distance measure is given by

$$MD^*(\{f_1^{\kappa^*}(\kappa), f_2^{\kappa^*}(\kappa), \ldots, f_{P_x}^{\kappa^*}(\kappa)\}, \hat{f}^f(\kappa))$$

$$= \sum_{i=1}^{P_x} \lambda_i \, D(f_i^{\kappa^*}(\kappa), \hat{f}^f(\kappa)) ,$$

(6)

with $\lambda_i > 0$, $i = 1, \ldots, P_x$ and $\sum_{i=1}^{P_x} \lambda_i = 1$. The point estimate is obtained by minimization of the distance measure as

$$\hat{f}^{\kappa^*}(\kappa) = \arg \min_{\hat{f}^f(\kappa)} MD^*(\{f_1^{\kappa^*}(\kappa), f_2^{\kappa^*}(\kappa), \ldots, f_{P_x}^{\kappa^*}(\kappa)\}, \hat{f}^f(\kappa)) .$$

The desired minimum distance measure is already calculated as a by-product when calculating the point estimate and is given by

$$MD^*(\{f_1^{\kappa^*}(\kappa), f_2^{\kappa^*}(\kappa), \ldots, f_{P_x}^{\kappa^*}(\kappa)\}, \hat{f}^f(\kappa))$$

$$= \min_{\hat{f}^f(\kappa)} MD^*(\{f_1^{\kappa^*}(\kappa), f_2^{\kappa^*}(\kappa), \ldots, f_{P_x}^{\kappa^*}(\kappa)\}, \hat{f}^f(\kappa)) .$$

(7)

We now select the optimal $\kappa^*$ as the $\kappa$ that leads to the minimum distance measure between the posterior random set $\mathbf{X}^f(\kappa)$ and its point estimate $\hat{f}^{\kappa^*}(\kappa)$ in (7). It is important to note that this distance measure is a convex function of the (scalar) $\kappa \in [0, 1]$. Hence, the optimal $\kappa^*$ can be found with simple optimization methods.

As a final result, we obtain

- the optimal $\kappa^*$ for the pairwise combination of the random set realizations of the prior estimate $\mathbf{X}^p$ and the measurement $\mathbf{Y}$,
- the resulting optimal posterior random set $\mathbf{X}^{\kappa^*}$,
- its optimal point estimate $\hat{f}^{\kappa^*} = \hat{f}^{\kappa^*}(\kappa^*)$, and
- the minimum distance measure between the optimal posterior random set $\mathbf{X}^{\kappa^*}$ and its optimal point estimate $\hat{f}^{\kappa^*}$ given by $MD^* = MD^*(\{f_1^{\kappa^*}(\kappa^*), f_2^{\kappa^*}(\kappa^*), \ldots, f_{P_x}^{\kappa^*}(\kappa^*)\}, \hat{f}^{\kappa^*}(\kappa^*))$.

In summary, the distance measure (3) is used in two different contexts when fusing two random sets. In (5), it is used in a distance measure between pairs of random set

Fig. 1. Results of calculating point estimates for particle-based multi-target random finite set density for nine targets drawn from isotropic Gaussian densities with different standard deviations $\sigma$. For standard deviations from $\sigma = 0.05$ to $\sigma = 0.20$, the random finite set density is shown in blue. For larger standard deviations, it is omitted. The point estimate is shown in red.
realization of prior estimate and measurement. In (6), it is used in a distance between the posterior random set and its corresponding point estimate in order to assess the extent of the estimate.

V. APPLICATION EXAMPLES

We start by calculating point estimates for a given particle-based multi-target random finite set density in N = 2 dimensions. We consider the nine target configuration from [37] with targets located at \( \vec{x}_{3(i-1)+j} = [i-2, j-2]^T \), \( i = 1, 2, 3 \), \( j = 1, 2, 3 \), see Fig. 1. The random finite set density is characterized by a collection of \( P = 200 \) equally weighted particle sets of cardinality \( T = 9 \). These are obtained from sampling isotropic Gaussian densities with covariance matrices

\[
C = \sigma^2 \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
\]

where the standard deviation \( \sigma \) is used as parameter during the simulation. For standard deviations from \( \sigma = 0.05 \) to \( \sigma = 0.20 \), the random finite set density is shown in Fig. 1. The point estimate is denoted by red dots. For small noise, the point estimate almost coincides with the true target locations. With increasing noise, the point estimates slightly move away from the true target locations and from each other.

We now perform a single measurement update for \( T = 3 \) targets in \( N = 2 \) dimensions. The true targets are located at \( \vec{x}_1 = [0, 2]^T \), \( \vec{x}_2 = [0, 0]^T \), and \( \vec{x}_3 = [0, -2]^T \). The prior multi-target state is described by samples from a Gaussian distribution with \( m_1^p = [-2, 2]^T \), \( m_2^p = [-2.5, 0]^T \), \( m_3^p = [-2, -2]^T \) and equal covariance matrices

\[
C^p = 0.2 \cdot \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
\]

while the multi-target measurement is described by samples from a Gaussian distribution with \( m_1^y = [2, 3]^T \), \( m_2^y = [2, 0]^T \), \( m_3^y = [2, -3]^T \) with equal covariance matrices

\[
C^y = 0.05 \cdot \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

These multi-target random set realizations for \( \mathcal{X}^p \) and measurement \( \mathcal{Y} \) are then randomly permuted and shown in Fig. 2 as point sets in blue for \( \mathcal{X}^p \) and purple for \( \mathcal{Y} \).

Realizations of the posterior random set estimates for the multi-target state are shown for fixed \( \kappa \in \{0.25, 0.5, 0.75\} \) in red in Fig. 2. The point estimate \( \hat{\mathcal{X}}^\kappa \) corresponding to the random set is shown by black dots. It is obvious that the posterior estimate tends towards the measurement for small \( \kappa \) and towards the prior estimate for large \( \kappa \). Of course, for \( \kappa = 0 \), the posterior estimate is equal to the measurement and for \( \kappa = 1 \), the posterior estimate is equal to the prior estimate.

The distance measure in (7) is visualized as a function of \( \kappa \) in Fig. 3 (left) and shows a clear minimum. The optimum \( \kappa^* \) is found by numerically minimizing the distance measure in (7) with respect to \( \kappa \), which results in \( \kappa^* = 0.32 \). The posterior random set estimate for the optimum \( \kappa^* \) is shown in Fig. 3 (right) in red together with the corresponding point estimate in black.

The next step is recursive filtering, where we come back to the nine target configuration. The initial random finite set density describing the prior estimate is described by samples from a Gaussian distribution with zero mean equal covariance matrices

\[
C^p = 0.5 \cdot \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

The multi-target measurements for every time step are described by samples from a Gaussian distribution with zero mean and equal covariance matrices

\[
C^y = 0.1 \cdot \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Starting with the prior estimate, 30 recursions are performed according to the filtering method given in Sec. IV. The results are shown in Fig. 4 for the initial estimate and for the results of recursion steps 2, 4, 6, 8, 10, 15, 20, and 30 together with the optimal \( \kappa^* \). It is nice to see that \( \kappa^* \) increases with every recursion step, as the measurement is weighted less and less when the state estimate becomes more certain. The corresponding point estimates are denoted by black dots. There is obviously no bias on the state estimates calculated with the proposed filtering method.

VI. CONCLUSIONS

We proposed the first systematic method for association-free direct filtering of multi-target states based on a set distance measure. The uncertain multi-target states are described by a random finite set (RFS) instead of a random vector as the missing identities prohibit ordering. The random finite sets are characterized by the most natural density form, i.e., a collection of weighted samples, where each sample is itself a weighted particle density in target space.

Calculating point estimates for these random finite set densities is performed by minimizing an appropriate set distance measure that does without identities. Any set distance measure of this type could be used such as the Wasserstein [13] or the OSPA distance [14]. Here, we use a new distance measure based on Localized Cumulative Distributions [24].

Recursive filtering is directly performed on the random finite set densities describing estimates and measurements. We neither require a likelihood nor a multiplication with a likelihood. The same set distance measure is used to obtain optimal estimation results.

The proposed filtering approach also makes sense in the single target case as it allows the combination of estimates described by empirical measures.
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Fig. 2. Result of fusing prior random set estimate $\mathcal{X}^p$ (blue) with random set measurement $\mathcal{Y}$ (purple) resulting in posterior random set estimate $\mathcal{X}^e(\kappa)$ (red) for (left) $\kappa = 0.25$, (middle) $\kappa = 0.5$, (right) $\kappa = 0.75$. The point estimate $\mathcal{X}^e$ is shown as black dots.

Fig. 3. Fusing prior random set estimate $\mathcal{X}^p$ with random set measurement $\mathcal{Y}$ resulting in posterior random set estimate $\mathcal{X}^e(\kappa)$. (left) The distance measure $D$ as a function of $\kappa$. (right) Result of the fusion for optimal $\kappa^\ast$. The point estimate $\hat{\mathcal{X}}^e$ is shown as black dots.


Fig. 4. Recursive association-free multi-tracking over 30 recursion steps. Shown are the results recursion steps 2, 4, 6, 8, 10, 15, 20, and 30. The multi-target state estimates are shown in red and their corresponding point estimates are denoted by black dots.


